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Abstract. By prior work, we have many wonderful results related to distributed graph
algorithms for problems that can be defined with local constraints; the formal framework
used in prior work is locally checkable labeling problems (LCLs), introduced by Naor
and Stockmeyer in the 1990s. It is known, for example, that if we have a deterministic
algorithm that solves an LCL in o(log n) rounds, we can speed it up to O(log* n) rounds,
and if we have a randomized algorithm that solves an LCL in O(log* n) rounds, we can
derandomize it for free.

It is also known that randomness helps with some LCL problems: there are LCL
problems with randomized complexity ©(loglogn) and deterministic complexity ©(logn).
However, so far there have not been any LCL problems in which the use of shared
randomness has been necessary; in all prior algorithms it has been enough that the
nodes have access to their own private sources of randomness.

Could it be the case that shared randomness never helps with LCLs? Could we have
a general technique that takes any distributed graph algorithm for any LCL that uses
shared randomness, and turns it into an equally fast algorithm where private randomness
is enough?

In this work we show that the answer is no. We present an LCL problem II such
that the round complexity of II is ©(y/n) in the usual randomized LOCAL model (with
private randomness), but if the nodes have access to a source of shared randomness,
then the complexity drops to O(logn).

As corollaries, we also resolve several other open questions related to the landscape
of distributed computing in the context of LCL problems. In particular, problem II
demonstrates that distributed quantum algorithms for LCL problems strictly benefit from
a shared quantum state. Problem II also gives a separation between finitely dependent
distributions and non-signaling distributions.



1 Introduction

In this work we present a graph problem that is solely defined with local constraints, yet distributed
algorithms for solving it benefit from shared randomness. More formally, we present a locally
checkable labeling problem (LCL) II such that any randomized distributed algorithm that solves II
in the usual LOCAL model of distributed computing requires 2(y/n) communication rounds, but
if we have access to shared randomness, then we can exponentially improve the round complexity,
down to O(logn) rounds.

Context: LCL problems and the LOCAL model. LCL problems were originally introduced
by Naor and Stockmeyer [35] in the 1990s, and in the recent years they have formed one of the
cornerstones of the modern theory of distributed graph algorithms. An LCL problem is simply a graph
problem that can be specified by giving a finite set of valid labeled neighborhoods. For example, the
task of coloring vertices with 10 colors in graphs of maximum degree at most 20 is an LCL problem.
(It can be defined by listing all possible radius-1 neighborhoods of degree at most 20, and by listing
for each of them all valid 10-colorings.) Numerous problems that have been studied in distributed
graph algorithms over the decades are LCL problems (at least when restricted to bounded-degree
graphs); examples include maximal independent sets, maximal matching, various problems related
to vertex and edge coloring, and various tasks related to orienting edges or partitioning of edges
subject to local constraints. In fact even 3SAT can be interpreted as an LCL problem (with the
bounded-degree assumption corresponding to the case in which each variable occurs in a bounded
number of clauses).

While LCL problems are meaningful in any model of computing, they have been studied in
particular from the perspective of distributed graph algorithms, and the most prominent model
there is the LOCAL model of computing [33, 36]. In brief, an algorithm A with running time 7" in
the LOCAL model is simply a function that maps radius-T" neighborhoods to local outputs. That is,
to apply A in a given graph G, each node v looks at all information in its radius-7" neighborhood
and uses A to determine its own local output (for example, the color of v if the task is to find a
graph coloring). It turns out that we could also equivalently interpret G as a computer network,
and then A can be interpreted as a distributed message-passing algorithm in which all nodes stop
after T' synchronous communication rounds. We will hence interchangeably refer to T as the running
time, locality, or round complexity of A.

A comprehensive theory of LCL problems in the LOCAL model has been developed in the past
10 years. There are numerous theorems that apply to all LCL problems, or all LCL problems in
some graph family, such as trees or grids [5-7, 9-11, 13-18, 21, 23, 24, 26, 38]. To give some flavor
of the power of these results, here is one example: if there is a randomized LOCAL algorithm A that
solves some LCL problem II in 7T'(n) = o(loglog n) rounds in n-node graphs, we can also construct a
deterministic LOCAL algorithm A’ that solves the same problem II in 7"(n) = O(log™ n) rounds [16].
That is, we can for free derandomize algorithms and speed them up.

In general, the relation between randomized and deterministic algorithms in the context of LCL
problems is now well understood, and we also have a clear view of the landscape of all possible round
complexities that we may have for LCL problems [39]. However, more care is needed here: what
exactly do we mean by randomized LOCAL algorithms?

Question: shared vs. private randomness. Essentially all work on LCLs in the randomized
LOCAL model assumes that each node has its own private source of randomness. More precisely,
nodes are initially labeled independently and uniformly at random with strings of bits, and then a
T-round algorithm can make use of all such bit strings within radius 7.



However, there is another notion of randomized algorithms that has been studied for instance in
the context of communication complexity: shared randomness (e.g., [1, 31]). That is, there is one
global random bit string that all nodes can see. There are many contexts in which access to shared
randomness helps [20, 34, 37|, but does it help with any LCL problem?

Prior to this work, there was no evidence that shared randomness might help with LCL problems.
On the contrary, all numerous LCL problems that we have encountered in prior work seem to be
such that either (1) randomness does not help at all, or (2) randomness helps but private randomness
is sufficient. There have even been systematic studies of infinite families of LCL problems |8, 18],
as well as computer-assisted explorations of the space of LCL problems [40], yet there is no known
candidate problem that might benefit from shared randomness. Intuitively, the key obstacle seems
to be the combination that LCL problems are defined using local constraints and the set of input
and output labels is finite. Shared randomness could be used to e.g. select a globally consistent
random label from the set of finite output labels, but if that succeeds w.h.p. in arbitrarily large
graphs, there also has to exist a deterministic choice that succeeds.

Hence, for all that we know, we might very well be living in a world in which the following
conjecture is true: if an LCL problem IT can be solved in T'(n) rounds with the help of shared
randomness, it can also be solved in O(T'(n)) rounds with only private randomness.

Were this to be true, it would considerably simplify the landscape of models, as discussed further
below. It would also give a helpful algorithm design tool: we could design algorithms that exploit
shared randomness, and then for free turn them into genuine distributed algorithms that only use
private randomness. Conversely, it would allow us to strengthen all existing lower bounds that hold
for private randomness into lower bounds that extend all the way to shared randomness.

What we show in this work is that this result cannot be true. Indeed, conversion from shared
to private randomness for some LCL problems may lead to an exponential increase in the round
complexity.

Main contribution. In this work we present an LCL problem II such that the round complexity
of I is Q(y/n) in the usual randomized LOCAL model (with private randomness), but if the nodes
have access to a source of shared randomness, then the complexity drops to O(logn). This is the
first known LCL that separates these two models.

Our problem II is an LCL exactly in the strict sense originally defined by Naor and Stockmeyer
[35], and we do not exploit any promise on the graph family or input. Being promise-free is important,
as the entire theory of LCL problems is fundamentally promise-free (for example, the known gap
results would disappear if we can have arbitrary promises on the input structure), and hence also
any interesting separations or counterexamples have to be promise-free.

We refer to Theorems 8.1 and 8.2 for the formal theorem statements of our lower bound and
upper bound.

Corollary 1: distributed quantum computing. One of the major open questions at the
intersection of distributed computing and quantum information theory is which distributed problems
admit quantum advantage. A key model for studying this question is the quantum-LOCAL model,
which is essentially what one gets if we imagine that nodes of the input graph are quantum computers
and communication channels can be used to exchange qubits. It is known that there are some
(artificial) graph problems that can be solved in constant time in quantum-LOCAL yet for which
classical LOCAL requires linear time [32]. Nevertheless, it is still wide open whether there is any
LCL problem that admits distributed quantum advantage; see, for instance, 2, 19].
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Figure 1: Landscape of models and the new separations between them. The general structure of the
landscape is from [2]. In this work we present a new LCL problem II that is easy in the blue-shaded
region (models in which we have access to shared randomness), but hard in the red-shaded region
(all other models), and we will get separations for all pairs of models that cross the cut. To prove
these results, we give an upper bound in randomized LOCAL with shared randomness (Theorem 8.2),
and all upper bounds in the blue region follow, and we give lower bounds in randomized SLOCAL
(Theorem 9.1), deterministic online-LOCAL (Theorem 9.2), and the bounded-dependence model
(Theorem 9.3), and all lower bounds in the red region follow.

So far, there have been two major variants of quantum-LOCAL that have been studied in the
literature: quantum-LOCAL with a shared quantum state (i.e., nodes are configured in advance and
share entangled qubits) and quantum-LOCAL without any shared quantum state [2, 4, 22]. It was not
known whether either of these is (strictly) stronger than randomized LOCAL for any LCL problem.
There are no known examples of LCL problems that would potentially benefit from the shared
quantum state, and it seemed reasonable to conjecture that, even if quantum-LOCAL turns out to
be is stronger than randomized LOCAL, the shared quantum state does not give it any additional
power. Indeed, there were (unsuccessful) attempts at unifying the two variants of quantum-LOCAL.

One unexpected corollary of our work is that the two variants of quantum-LOCAL are indeed
distinct, though for mundane reasons that have little to do with quantum physics. It simply happens
to be the case that a shared quantum state gives the nodes access to shared randomness. As we show,
the problem that we construct in this work is hard in quantum-LOCAL without shared quantum
state, but it becomes easy in quantum-LOCAL with shared quantum state (since it is easy already in
randomized LOCAL with shared randomness).



Hence, the entire question was wrong: shared quantum state does help, but for the wrong reasons.
The present work highlights that the right question is whether shared quantum state provided further
advantage beyond shared randomness.

Corollary 2: finitely dependent vs. non-signaling distributions. There is a line of research
in mathematics that aims at capturing which problems admit finitely-dependent distributions [27-29,
41]; these are distributions over nodes such that their restriction to a set X of nodes is independent
of their restriction to another set Y of nodes if the shortest-path distance between X and Y is
greater than some constant. For example, the output distribution of any constant-time randomized
LOCAL algorithm is a finitely-dependent distribution. A key question in this context has been
whether finitely-dependent distributions are strictly stronger than constant-time randomized LOCAL
algorithms, which indeed is the case [29]. A natural generalization of finitely-dependent distributions
to arbitrary (not necessarily constant) distance is called a bounded-dependence distribution [2].

Another closely related definition arises from quantum information theory and the study of
distributed quantum advantage: non-signaling distributions (2, 4, 19, 22|. Informally, a family
of output distributions is non-signaling with locality T if the distribution restricted to some set
of nodes X does not change if we modify the input graph more than 7" hops away from X. A
bounded-dependence distribution with locality 7" is non-signaling with locality O(T"), but the converse
is not necessarily true.

Prior to this work, there were no known examples of LCL problems that admit a non-signaling
distribution with locality 7" but do not admit a bounded-dependence distribution with locality O(T).
Indeed, it was again reasonable to conjecture that no such problem exists. Our construction gives a
separation also between these two models.

Other corollaries. Our construction also gives an exponential separation between deterministic
and randomized versions of the online-LOCAL model (see |2, 3]). Previously, there were no known
examples of LCLs that separate these models. For our problem we can prove a lower bound in
the deterministic online-LOCAL model, and the upper bound for randomized LOCAL with shared
randomness directly works also in randomized online-LOCAL.

The big picture. All of our results are summarized in Fig. 1. All separations between the two
regions are new, in the sense that there was previously no (promise-free) LCL that would separate
these pairs of models. The results that lead to this landscape are:

e Theorem 8.2: an upper bound in randomized LOCAL with shared randomness,
e Theorem 9.1: a lower bound in randomized SLOCAL,

e Theorem 9.2: a lower bound in deterministic online-LOCAL,

e Theorem 9.3: a lower bound in bounded-dependence model.

However, to keep this work easy to follow also for those who are not interested in models beyond
randomized LOCAL, we also prove the following result that is technically redundant, but serves as a
warm-up for the other results:

e Theorem 8.1: a lower bound in randomized LOCAL without shared randomness.
Open questions. We conjecture that our problem II also exhibits a doubly-exponential separation

between the randomized LOCAL model and the massively parallel computing (MPC) model [30].
More precisely, we conjecture that our problem II can be solved in O(loglogn) rounds in the MPC



model, while it is known to require Q(y/n) rounds in randomized LOCAL. Proving this is deferred
for future work.

Our problem IT fundamentally exploits the existence of short cycles (in the sense that the problem
is trivial in trees and interesting only in graphs with short cycles). A key open question is whether
shared randomness helps with any LCL in trees. We have preliminary evidence suggesting that
shared randomness never helps in rooted regular trees, but the case of general trees remains open.

2 Definitions

Labeled graphs. We start by defining the notion of labeled graph.

Definition 2.1 (Labeled graph). Let V and £ be sets of labels. A graph G = (V, E) is called
(V, E)-labeled if:

e Each node uw € V is assigned a label from V;
e Each node-edge pair (u,e) € V x E, satisfying u € e, is assigned a label from &.

A node-edge pair (u, e) that satisfies u € e is also called half-edge incident to w.

Definition 2.2 (Labeled graph satisfying some constraints). Let G be a graph, and let C be a set of
constraints over the labels V and £. The graph G satisfies C if and only if:

e G is (V,&)-labeled, and
e the constraints of C are satisfied over all nodes of G.

Definition 2.3 (Locally checkable labeleling (LCL) problem). A locally checkable labeling (LCL)
problem II is defined by a tuple (Vinput; Einput, Youtputs Eoutput, C) where C is a set of constraints
over Voutput and Egutput- Given a (Vinput, Einput)-labeled graph G, one is asked to label G so that it
satisfies C.

We denote with L,(e) the label on the half-edge (u,e). Something that will be very useful
throughout the paper is to define a way to denote the node that we can reach from a node u by
following some specific chain of labels assigned to half-edges. Let G = (V, E) be (Xy, X g)-labeled.
Let Ly, Lo, ..., Ly be labels in ¥g. We define a function f(u, L1, Lo, ..., L) that takes as input a
node u € V and labels Lq,..., L in Xg, and returns the node v reachable from u by following the
unique path whose edges are labeled with Ly, ..., Lg (in this order); if there is no such path or it is
not unique, then the value of f is undefined. More precisely, let P = (v1,v9,...,vx+1) be a path
that starts at v; = v and such that, for any edge e = {v;, v;+1}, the half-edge (v;, ) is labeled with
L,,(e) = L;. Then

Vg1, if P exists and is unique
f(’U,,Ll,LQ,...,Lk): .
1, otherwise.

The LOCAL model. In the LOCAL model of computing, we imagine that nodes of a graph
G = (V, E) are computers with access to unbounded computational resources (time and space). Each
computer is assigned a unique identifier from the set {1,...,|V|}, where ¢ > 1 is some constant.
The communication between computers is as defined by E. The computation proceeds in rounds
where, in each round, each computer exchanges messages of unbounded size with their neighbors
and performs some local computation (which we may perceive as instantaneous).



The above gives the deterministic variant of LOCAL. The randomized variant (with private
randomness) is the same but where we also give each node access to an infinite string of random bits
(that is guaranteed to be independent of the strings of other nodes in the network). In the variant
with shared randomness, nodes are given simultaneous access to the same infinite string.

3 High-level ideas

The main ingredient of our work is an LCL problem II with some desirable properties. On a high-level,
this problem is promise-free, in the sense that it is defined on any graph. However, it is defined in
such a way that there exists a family of graphs G that we call hard instances:

e If the graph G in which the algorithm solving II is run is not in G, the LCL is defined in such
a way that the nodes of G can produce a locally checkable proof of this fact. Moreover, such a
proof can be computed “fast”.

e However, if G € G, the LCL forces the nodes to solve a problem that can be solved “fast” if they
have access to shared random bits, whereas any algorithm working without shared randomness
must be “slow”.

Here “fast” and “slow” depend on the precise model considered. For example, in the case of the
LOCAL model, the problem requires just O(logn) rounds with shared randomness, but (/1) rounds
without it.

In the following, we start by providing an overview of the structure of hard instances. Then we
explain what the problem II is on a hard instance, and later we will explain how the problem is
defined to be promise-free.

The hard instances. Consider the graph depicted in Figure 2. It is composed of a square grid,
where on top of each column we place a tree-like structure. This kind of graph has a couple of useful
properties:

e For any two nodes in the grid belonging to the same column, it holds that their distance is

O(logn).

e As we will see, this structure can be certified. That is, it is possible to provide a constant-sized
certificate to the nodes such that, if the certificate looks good everywhere, then the graph is
indeed a hard instance. Conversely, if the graph is not a hard instance, then any assignment of
the certificate leads to an error somewhere. We will make use of this fact later when making
the problem promise-free.

The LCL problem IT'"*9 defined on hard instances. Consider the following problem ITa"d,
defined on hard instances. Each node in the right-most column of the grid receives a bit as input.
Then, all nodes of the grid must output a bit such that the two following constraints are satisfied:

C1: For each row of the grid, all nodes must output the same bit.

C2: There must exist at least one row such that the output bit is the same as the input bit of the
right-most node of that row.

It is possible to present this problem as an LCL as follows:
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Figure 2: An example of a hard instance. The grid is composed of blue edges, purple edges, and
purple nodes. Each connected component induced by orange nodes, orange edges, purple edges, and
purple nodes connected to the orange edges is a tree-like structure.

e Assume that the grid has an input labeling encoding its orientation; that is, each node knows
which of its neighbors is on its left, right, above, and below. Then constraint C1 can be encoded
in the LCL by requiring every node to have the same output as its left and right neighbors.

e In order to enforce constraint C2, we use the tree-like structure on top of the last column. Say
a grid node of the last column is happy if its output agrees with its input. Meanwhile an inner
node of the tree is happy if at least one of their children is happy. All nodes of the tree output
whether they are happy, and we require the root to be happy. These constraints are local, and
in fact they can be encoded as an LCL.

An example of a valid output is shown in Figure 3.

Now, given such a problem, we can obtain a separation between shared and private randomness
in the LOCAL model:

o If the nodes have access to shared randomness, then each node only needs O(logn) rounds to
determine its vertical position y in the grid. Once it has figured out the value of y, the node
simply outputs the yth shared random bit. In this way, all nodes in the same row output the
same bit, and for each row with probability 1/2 we have that this bit agrees with the input
given to the node on the right-most column. Since there are ©(y/n) rows, we get that there is
at least one good row with high probability.

e Conversely, if only private randomness is allowed, nodes in the same row do not have any
way to coordinate their output and communication across the whole row is expensive (Q(y/n)
rounds). The only alternative is for nodes in the same row to deterministically fix their output
as a function of their vertical position. In this case we can adversarially pick the input to the
rightmost node so that the row does not succeed. Since this cannot hold for every row (as
otherwise the algorithm would not be solving II), we get the lower bound of Q(y/n) rounds.
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Figure 3: An example of a solution for IT"2. Black bits represent the inputs of the nodes of the
last column. The inputs of the other nodes do not affect the solution and are omitted. Labels in
red represent the outputs, where the label y represents a happy node, and the label n represents an
unhappy node. All nodes that are not labeled either y or n output y, which is omitted in the figure.

Although the idea of the problem is simple, the main challenge is making the problem promise-free.
That is, we also have to account for all the cases where the input graph is not as in Figure 2. Next
we provide an overview of this process.

3.1 A tree-like structure

A useful property that our problem satisfies is the following: nodes that belong to the same column
of the grid should either be able to see the whole column by inspecting their O(logn)-radius
neighborhood, or the nodes can prove that there is some error within distance O(logn). In Section 4,
we describe tree-like structures and how they give us exactly this property. This kind of structure
has already been used in [12]; in fact some useful properties that we exploit here have already been
proved in [12].

Definition of the tree-like structure. Informally, a tree-like structure is a perfect binary tree
in which nodes at the same depth are also connected via a path. Such a structure can be certified by
assigning a label to each node-edge pair. An example of this structure as well as an assignment of a
certificate for it are depicted in Figure 4. For example, the certificate ensures that all leaves are at
the same depth by requiring that, starting from a node not having any incident edge labeled Ch or
Chg (i.e., it does not have any children), and following the edge labeled R, we must reach a node
that also does not have any children.
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Figure 4: An example of a properly labeled tree-like structure. The labels L, R, P, Ch;, and Chg,
stand, respectively, for left, right, parent, left child, and right child.

Local certification of tree-like structures. In Section 4, we start by describing tree-like
structures from a local perspective. In particular, we define a set of input half-edge labels ¢ of
constant size and a set of constraints C'"®® over constant distance that satisfy the following:

e For all tree-like structures G, there exists an assignment of labels of £ to the half-edges of
the graph such that the constraints of C*®® are satisfied on all nodes of G.

e Let G be a graph where half-edges are labeled with labels from £%¢¢ and such that the
constraints of C'"®® are satisfied on all nodes of G. Then, G is a tree-like structure.

In other words, we show that there exists a locally checkable proof of constant size for the fact that
the graph is tree-like.

The tree-like structure as an LCL. Building on the previously defined locally checkable proof,
we define an LCL problem I1P24Tree that satisfies the following:

e For all tree-like graphs G, there exists an input for ITP2dTe that can be assigned to G such
that the only valid solution for IT°2dTree is the one assigning L to all nodes of G.

e Let G be a graph where half-edges are labeled with labels from £ such that the constraints of
Ctree are not satisfied on at least one node of G. Then there exists a solution for ITP24Tree where
all nodes produce an output different from 1. Moreover, such a solution can be computed in
O(logn) rounds in the LOCAL model.

In other words, we define an LCL problem where the inputs are from £%*¢ and where the nodes
have two options: they can either prove that the graph is not tree-like, or they can do nothing (by
outputting 1 ). This problem is defined in such a way that an output different from L can be used
only on structures that are not tree-like (or on tree-like structures whose input labels are incorrect)
whereas, if an output different from L can be used, then this can be done relatively fast (O(logn)
rounds in the LOCAL model).

How we will use ITP2dTree e now describe how the problem ITP297ree is used when defining
our main LCL problem II. The problem II is defined in such a way that all nodes receive an input
indicating whether they are part of a grid, or whether they are part of a tree-like structure. Then II
is defined so that:
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Figure 5: An example of a properly labeled grid structure. The labels L, R, U, and D stand,
respectively, for left, right, up, and down.

e Nodes can mark areas of the graph that do not look like valid hard instances. In particular,
nodes having an input indicating that they are part of a tree-like structure are considered
marked if they solve I1P24Tr¢e by giving an output different from L.

e We prove that nodes can efficiently mark bad parts of the graph such that the remaining
connected components almost look like hard instances. Although these remaining parts do not
exactly look like hard instances (we provide more details about this later), there is an efficient
algorithm for solving them.

3.2 A grid structure

As already mentioned, our hard instances are grids in which we connect a tree-like structure on top
of each column. In Section 5, we describe a structure that we call grid structure. A similar structure
has already been used in [12] and in fact some useful properties follow directly from what was proved
in that paper.

Definition of the grid structure. Informally, a grid structure denotes a two-dimensional grid
that does not wrap around (i.e., it is not a torus). Unlike the case of tree-like structures, we cannot
achieve full certification of grids; in particular our scheme for certifying grids is defective and also
allows one to label invalid grid structures (and in particular tori) in a way that no node sees any
€rror.

Figure 5 illustrates a grid structure and its corresponding certificate. An example of a constraint
that needs to be checked is that, if a node has R (i.e., “right”) on an incident half-edge, then the
corresponding half-edge must be labeled L (i.e., “left”).

Local certification of grid structures. In Section 5, we describe grid structures from a local
perspective. In particular, we define a set of input half-edge labels £8¢ of constant size as well as a
set of constraints C879 over constant distance that satisfy the following:

e For any grid structure G, there exists an assignment of labels of £8" to the half-edges of the
graph such that the constraints of C& are satisfied on all nodes of G.
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e Let G be a graph where half-edges are labeled with labels from £8"¢ and such that the
constraints of C&M9 are satisfied on all nodes of G. Moreover, suppose that there exists at least
one node that has no incident half-edge labeled D (or U) and that there exists at least one
node that has no incident half-edge labeled L (or R). Then G is a grid structure.

In other words, if we assume that all nodes satisfy the constraints of & and we additionally assume
that there is at least one node satisfying some additional constraints (which essentially guarantee
that there is some “corner” of the grid, thus preventing the graph from being a torus), then the

graph is indeed a grid.

Enforcing the dimensions of the grid. As previously discussed, when defining our main problem
II, we allow nodes to mark areas of the graph that do not look like valid hard instances. Recall
we cannot guarantee that unmarked areas are exactly hard instances. Nevertheless, we are able to
ensure that the unmarked parts of the graphs are grids (with properly attached tree-like structures)
that are at least as tall as they are large. We call such grids vertical. We later discuss how this
property is sufficient to obtain an efficient algorithm that has access to shared randomness.

On a high-level, in order to enforce a grid to be vertical, we define a set of input node labels
VVerid and a set of constraints V¢, that satisfy the following.

e For any vertical grid structure G, there exists an assignment of labels of £89 to the half-edges
of G and an assignment of labels of V¢4 to the nodes of G, such that the constraints of €&
and CY¢"d are satisfied on all nodes of G.

e Suppose G is a graph where half-edges are labeled with labels from £87¢, nodes are labeled
with labels from VY64 such that the constraints of C& and CY¢"¢ are satisfied on all nodes
of G. Then, G is a vertical grid structure.

We note that, while the second point provides the intuition of what we will do, the statement, as is,
is false. We will provide more details in Section 5.

How we will use vertical grids. Consider a hard instance in which the grid is more large than
tall, and in particular consider the extreme case in which the grid is just a path of linear length.
In this case, in the case of shared randomness, if we apply the LOCAL algorithm for solving IThard
described at the beginning of the section, we would have a success probability of just 1/2, since
there is only a single row in the grid. In order to guarantee a large-enough success probability, the
problem IT will be defined such that unmarked regions are vertical grid structures (possibly of small
size). This will guarantee the following.

o If the grid has height less than logn, then its width is also less than logn, which implies that
nodes can see the whole grid in just O(logn) rounds, and solve the problem IT"¢ by brute
force.

e If the grid has height strictly larger than logn, then the success probability will be at least
1 —1/2"°8" =1 —1/n, and hence the algorithm will succeed with high probability.

By combining the above, we will get that O(logn) rounds will be an upper bound on the runtime
for succeeding in solving 11" with high probability when using shared randomness.
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3.3 Family of hard instances

In Section 6, we formally define the family G of hard instances. These graphs are similar to the ones
informally explained at the beginning of this section (see Figure 2 for an example), with the only
difference that grids do not need to be squares, but they only need to satisfy that their height is at
least as large as their width. Then, we define an LCL I1P2d¢raph gatisfying the following.

e There are two possible types of output, and different nodes could give outputs of different type.

e One possible output is the empty output, and if a graph G is in G, the problem ITP2dGraph jg
defined such that all nodes must produce the empty output.

e The other possible output is a proof for the fact that G ¢ G. More in detail, if the graph is not
in the family, nodes can spend O(logn) time in the LOCAL model to produce a proof of this
fact, such that, the subgraph G’ induced by nodes producing an empty output satisfies that
each connected component of G’ is a graph in G.

Informally, our main problem IT will be defined such that all nodes need to solve I1P246r2Ph "and then,
on the subgraph induced by nodes producing an empty output for IT1P246raPh 1odes need to solve the
problem II"¢ that we informally defined on hard instances at the beginning of this section. The
definition of II will satisfy that, if we consider some graph G € G, the only possible way to solve
IT is by producing an empty solution for IT1°246r2Ph implying that nodes must then solve II" on
the whole graph. On the other hand, if a graph G is not in G, nodes can quickly (i.e., in O(logn)
rounds in the LOCAL model) mark bad parts of the graph, and then solve 1"erd on the connected
components that are part of G. In other words, the problem IIP246"2Ph js the one allowing us to
remove the promise in the definition of IThard.

High-level ideas behind the definition of ITP2dGraph  Ophserve that, by how hard-instances are
constructed, nodes can either be exclusively part of a tree-like structure, or they can belong at the
same time to the grid and to some tree-like structure. However, edges can be of three types: they
can be exclusively part of the grid, exclusively part of a tree-like structure, or be part of both. In the
problem I1P246r2Ph nodes and edges are input labeled to indicate to which structure(s) they belong
to. Then, the possible outputs for I1°246r2Ph are the following.

e If on a node the constraints of CY®"¢ or the constraints of Ct"®® are not locally satisfied, or the
input labeling of ITP246r2Ph j5 such that there is some local error in how the two structures are
connected, then the node can output an error.

e Consider the subgraph obtained by excluding edges labeled as horizontal edges (i.e., L and R)
of the grid. Each connected component is either a valid grid column with a properly-attached
tree-like structure on top, or not. In the latter case, we also include the scenario in which
some node in the connected component gave error in the previous step. In each connected
component, nodes need to solve IT°24T¢e and thus we get the following two cases:

— The connected component looks good (i.e., it contains no nodes that output error), and
the only solution for ITP24Tree is the one giving L (i.e., an empty output) on all nodes;

— The connected component does not look good, and nodes can (efficiently) solve ITb2dTree

such that no node uses the output L.

An example of an input labeling for ITP2d¢raph that forces all nodes to output L is depicted in
Figure 6.
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Figure 6: An example of a properly input-labeled hard instance. Orange nodes are labeled
(treeNode), purple empty nodes are labeled (treeNode, gridNode, 0), purple full nodes are labeled
(treeNode, gridNode, 1), orange half-edges with label ¢ are labeled (treeEdge, ¢), blue half-edges with
label ¢ are labeled (gridEdge,?), purple half-edges labeled ¢ in blue and ¢ in orange are labeled
((gridEdge, ¢), (treeEdge, ¢'))

Properties of TIP2d6raph T Section 6, we will prove that the following properties are satisfied by
our construction:

e For any G € G, i.e., for any hard instance, it is possible to assign an input labeling on G, such
that the only valid output for I1°246r2Ph i the one where each node outputs L (i.e., an empty
output).

e For any graph G, there exists a solution for ITP24GrPh \which can be computed in O(logn)
rounds in the LOCAL model, such that the subgraph induced by nodes that output | satisfies
that each connected component is a graph in G.

Note that, as discussed earlier, these two properties are exactly the ones that we need in order to
make 1" promise-free.

3.4 Problem II and its complexity in the LOCAL model

We already discussed the high-level idea behind the definition of II, and in Section 7 we define the
LCL problem II more formally. We now give a bit more details about II. Each node u receives a
pair of inputs. One input is exactly the input for I1°24¢aPh and the other input is a single bit by,.
The problem IT is defined such that each node needs to solve ITP246"2Ph "and then, on the subgraph
induced by nodes producing an empty output for ITP24¢rPh " each node u needs to solve the problem
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1" where the input of node u for 11" is b,. While II"*¢ was explained on square grids of size
O(y/n) x ©(y/n), as we already discussed, hard instances can be a bit different from square grids,
which makes it harder to prove an upper bound for the problem II. In Section 8 we will provide
lower and upper bounds for the problem II in different models of computation.

The complexity of IT in the LOCAL model with shared randomness. When we discussed
vertical grids, we also provided the high-level idea of the upper bound for solving IT"*9 with shared
randomness in the LOCAL model on hard instances, which we now recap and explain how it is used
to solve II in any graph. At first, the nodes spend O(logn) rounds to mark the “bad” parts of the
graph. After that, each remaining connected component is a hard instance. Then, the problem IThard
is solved by brute force on components of diameter O(logn), while shared randomness is used to
solve components of larger diameter.

The complexity of IT in the LOCAL model with private randomness. In order to prove
a lower bound of Q(y/n) in the LOCAL model for private randomness, in Section 8, we essentially
show that any algorithm that is too fast cannot deviate too much from being deterministic, or
in other words, for each row of a hard instance, the algorithm must fix the output bits almost
deterministically (i.e., the output must always be the same, with high probability). Then, we fix the
input of the last column in an adversarial way, as a function of the almost-deterministic outputs of
the algorithm, and we prove that in such case the failure probability of the algorithm is too large.

3.5 Complexity of IT in other models

In Section 9 we extend the (y/n) lower bound to several other models that are far more powerful
than LOCAL:

e SLOCAL with private randomness (Section 9.1). In the SLOCAL model |25], nodes are
revealed in a sequential, potentially adversarial order. Each time a node is revealed, it sees all
the states of previously revealed nodes that are at most 7" hops away from it (in particular also
their outputs) and is asked to commit to an output. This model is clearly more powerful than
LOCAL since the sequential processing of nodes gives us symmetry breaking essentially for free.

e Deterministic online-LOCAL model (Section 9.2). The deterministic online-LOCAL model
[3] is similar to SLOCAL in that the nodes are also revealed following some sequential order.
Nevertheless, it is potentially more powerful than SLOCAL because it is able to maintain global
knowledge of what has been revealed thus far. We show the lower bound for the deterministic
variant of online-LOCAL. A randomized variant of online-LOCAL also exists [2], but clearly it
has access to shared randomness by definition, and so the upper bound from LOCAL extends
there.

e Bounded-dependence model (Section 9.3). The bounded-dependence model encompasses
all algorithms satisfying the property that the output of any node is independent of outputs
that are more than 7" hops away from it. This includes, for instance, all quantum-LOCAL
algorithms without a pre-shared quantum state. The bounded-dependence model has been
shown to be less powerful than the randomized version of online-LOCAL |2], but its relation to
deterministic online-LOCAL is still unclear.

Throughout this work we assume that the nodes have (implicitly or explicitly) some knowledge
on the total number of nodes n. In Appendix A we show that this is a necessary assumption.
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4 A tree-like structure

In this section, we first formally define what is a tree-like structure, then we provide some local
constraints that, if satisfied on all nodes, guarantee that the graph is tree-like, and finally we define
an LCL problem allowing nodes to quickly prove that the graph is not tree-like.

Definition 4.1 (Tree-like structure). We say that a graph G is a tree-like structure of height ¢ if it
is possible to assign coordinates ([, k) to each node u € G, where

e 0 <, < ¢ denotes the depth of u in the tree, and
e 0 <k, < 2" denotes the position of u (according to some order) in layer I,

such that there is an edge connecting two nodes u,v € G with coordinates (ly, k) and (I, k,) if and
only if:

o [, =1, and |k, — ky| =1, or
° lv:lu—landkv:L%J,or
o l,=1l,—land k, = [%].

4.1 Local checkability of a tree-like structure

We now define sets of labels V' and £Y¢¢, and a set of local constraints over such labels, satisfying
that a graph G can be (Ve £t¢¢).labeled satisfying the constraints if and only if G is a tree-like
structure. The tree-like structure that we use in this paper is the same exact one used in [12], and
hence we now report here the constraints as defined in [12].

First of all, nodes are not labeled at all, or equivalently, all nodes have the same label 1. Hence,
we define V' = {1}. Then, the possible half-edge labels are "¢ = {L,R,P, Ch, Chg} (the
labels stand for “left”, “right”, “parent”, “left child”, and “right child”, respectively). The set of local
constraints C'"®® is defined as follows.

_ The constraints C*"®¢ of [12]

1. For any two edges e, €’ incident to a node w, it must hold that L, (e) # L,(¢);
2. For each edge e = {u, v}, if L,(e) =L, then L,(e) =R, and vice versa;
3. For each edge e = {u, v}, if L,(e) = P, then L,(e) € {Ch, Chr}, and vice versa,

4. If a node u has an incident edge e = {u, v} with label L,(e) = P such that L,(e) = Chy,
then f(u,P,Chg,L) =u;

5. If a node u has an incident edge e = {u, v} with label L, (e) = P such that L,(e) = Chg,
if u has an incident edge labeled R, then f(u,P,R,Chy,L) = w.

6. If a node has an incident half-edge labeled Chi, then it must also have an incident
half-edge labeled Chg, and vice versa;

7. A node does not have an incident half-edge labeled P if and only if it has no incident
half-edges labeled L or R;

8. If a node u does not have an incident edge e with label L, (e) € {Ch., Chr}, then neither
do nodes f(u,L) and f(u,R) (if they exist);
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9. If a node u has an incident edge e = {u, v} with label L,(e) = P such that L,(e) = Chg
(resp. Ly(e) = Chy), then u has an incident edge labeled R (resp. L) if and only if f(u, P)
has an incident edge labeled R (resp. L).

An example of valid tree-like structure labeled according to Ct®® is depicted in Figure 4.
In [12], it has been shown that a graph G can be (V"¢ £ labeled satisfying C*"*® if and only
if it is a tree-like structure. This result is captured by the following two lemmas.

Lemma 4.2 ([12]). Let G be a graph that is labeled with labels in E® such that C*"® is satisfied for
all nodes in G. Then, G is a tree-like structure.

Lemma 4.3 ([12]). Each tree-like structure graph G can be labeled with labels in E™® such that the

constraints C'"®® are satisfied at all nodes in G.

4.2 Proving that a graph is not tree-like

We now define an LCL problem ITP2dTre already informally introduced in Section 3.1. We omitted
some details there, that we now present. While we described tree-like structures as separate entities,
we will use such structures in connection to another one, i.e., a grid. For this reason, we want to
allow nodes to not only prove that the tree-like structure is invalid, but also to produce a proof in
the case in which the tree-like structure is valid but wrongly connected to the rest of the graph. In
order to capture this, in the definition of ITP2dTree nodes receive some input, and in particular nodes
could be marked, indicating that there is some issue unrelated to the tree-like structure per se. More
in detail, the high-level idea behind the definition of 11?24 ig the following:

e Nodes receive an input indicating whether they are marked or not;

e There are two possible types of output, either nodes give an empty output, or nodes produce a
proof that the graph is not tree-like or that it contains at least one marked node;

o If the graph is tree-like and does not contain any marked node, the only valid solution is the
one where all nodes produce an empty output.

e If the graph is not tree-like, or it contains at least one marked node, nodes can spend O(logn)
time in the LOCAL model to produce a proof of this fact.

More formally, the problem IT°P2dTre¢ is defined on ({0, 1}, £®)-labeled graphs, that is, it is
assumed that every half-edge has an input label in £%®¢, and that each node is either labeled
0 or 1, where nodes labeled 1 are denoted as marked nodes. The output labels of TTP2dTree are
ybadTree — fFrror, 1} U {(pointer,p) | p € {L,R,P,Chg}}. The constraints CP2dTree of [TPadTree gpe
defined as follows.

_ The constraints CPadTree

1. A node can always output L.
2. A node u can output Error only if u does not satisfy C*®® or if u is marked.

3. Let u be a node outputting (pointer,p). It is required that node u has an incident
half-edge labeled p. Let v be the node f(u,p), that is, the node reachable from u by
following its half-edge labeled p. Then, either the output of v is Error, or the output of

16



v is (pointer,p’). In the latter case, it must hold that f(v,p) # u, and the values of p
and p’ must satisfy the following:

(a) If p € {L,R} then p/ = p;

(b) If p= P then p € {P,L,R};

(¢c) If p = Chg then p’ € {Chg, L,R}.

We now prove that, on properly labeled tree-like structures not containing any marked nodes,
the only solution for T1°2dTree is the one where all nodes output L.

Lemma 4.4. Let G be a ({0,1}, EY®)-labeled graph where Ct"®® is satisfied on all nodes and all nodes
are not marked. Then, the only valid solution for TI°24Tree is the one assigning L to all nodes.

Proof. Constraint 1 ensures that a solution where all nodes output L is indeed possible, and constraint
2 ensures that there is no node in G outputting the label Error. In the following, we prove that no
node can output a pointer label, implying the claim.

For a contradiction, assume that there is a node u outputting (pointer,p), for some p €
{L,R,P,Chg}. Since no node outputs Error, then v := f(u,p) must output (pointer,p’) satisfy-
ing that f(v,p’) # u. The same reasoning applies recursively on v. Hence, there must exist a path
(v1,v2,...,v;) where v; = u, v9 = v, and each node v; outputs (pointer, p;), for some value p;. Since
no node outputs Error, then vy = v; for some ¢ < k — 2, forming a cycle. In the following, we prove
that the constraints of 1’247 ensure that cycles are not possible.

A necessary condition to properly label (v;,...,v;) with pointers is to use both labels P and
Chg, since any cycle on these nodes must start on some layer of the tree-like structure, then change
layer, and eventually go back to the starting layer. However, the sequence of pointers allowed by
constraint 3 must satisfy the regular expression (P*|Chg*)(L*|R*), which contradicts the fact that P
and Chg are present at the same time. O

In [12], it has been shown that, if the graph is not a valid tree-like structure, or if there is at
least one marked node, then nodes can efficiently produce a proof of this fact.

Lemma 4.5 (Lemma 6.10 in the arXiv version of [12], rephrased). Let G be a ({0,1}, E'®¢)-labeled
graph where either Ct®® is not satisfied on at least one node, or there is at least one marked node. Then,
there exists a solution for TIP2dTee where all nodes produce an output different from L. Moreover,
such a solution can be computed in O(logn) rounds in the LOCAL model.

5 Grid structure

In this section, we first formally define what is a grid structure, then we provide some local constraints
that, if satisfied on all nodes, guarantee that the graph is a grid (or something that locally looks like
a grid everywhere), and finally we define some constraints that enforce a grid to be vertical.

Definition 5.1 (Grid structure). We say that a graph G is a grid stricture of size h x w (h,w > 0)
if it is possible to assign coordinates (x,,y,) to each node u € G, where 0 < z,, < w, 0 < y,, < h,
such that there is an edge connecting two nodes u,v € G with coordinates (zy,y,) and (z,,y,) if
and only if:

e z, =x, and |y, — y»| =1, or
e yy, =Yy and |z, — x| = 1.
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5.1 Local checkability of a grid structure

We now define sets of labels V&M and £8"¢ and a set of local constraints over such labels, satisfying
that a graph G can be (V&4 £8d) Jabeled satisfying the constraints if and only of G is a grid
structure (with some exceptions that we will see later). The grid structure that we use in this paper
is the same exact one used in [12], and hence we now report here the constraints as defined in [12].

First of all, nodes are not labeled at all, or equivalently, all nodes have the same label 1. Hence,
we define V&4 = { | }. Then, the possible half-edge labels are £8"9 = {U, D, L, R} (the labels stand
for “up”, “down”, “left”, and “right”, respectively). The set of local constraints C& is defined as
follows.

_ The constraints C&" of [12]

1. For any two edges e, €’ incident to a node u, it must hold that L, (e) # Ly (€’).
2. For each edge e = {u, v}, if L,(e) =L, then L,(e) =R, and vice versa.
3. For each edge e = {u, v}, if L,(e) = U, then L,(e) = D, and vice versa.

4. If a node u has two incident edges labeled with R and U respectively, then it must hold
that f(u,R,U,L,D) = u.

5. If f(u,R) exists, then u has an incident edge labeled with D (resp. U) if and only if
f(u,R) has an incident edge labeled with D (resp. U).

6. If f(u,VU) exists, then u has an incident edge labeled with L (resp. R) if and only if
f(u,U) has an incident edge labeled with L (resp. R).

An example of valid grid structure labeled according to C& is depicted in Figure 5.
In [12], it has been shown that a graph G can be (V8" £8Md) Jabeled satisfying C&"¢ if and only
if it is a grid structure, with some exceptions. This result is captured by the following two lemmas.

Lemma 5.2 ([12]). Let G be a graph that is (V&9 £8"9) labeled such that C&Y is satisfied for all
nodes in GG. Moreover, assume that there exists at least one node that has no incident half-edge
labeled D (or U), and that there exists at least one node that has no incident half-edge labeled L (or
R). Then, G is a grid structure.

Lemma 5.3 ([12]). Each grid structure graph G can be (V&4 £814) labeled such that the constraints
Ce" are satisfied at all nodes in G.
5.2 Additional constraints on the grid structure

We now formally define what is a vertical grid structure.

Definition 5.4 (Vertical grid structure). A (V&4 £81d) Jabeled graph G is a vertical grid structure
if and only if:

e The graph G is a grid structure and C&¢ is satisfied on all nodes;
e Let w (resp. h) be the length of the paths induced by half-edges labeled L or R (resp. U or D).
Then, h > w.

We augment the (Vgrid, Sgrid)—labeling, and we define additional constraints, in order to obtain
the local checkability of a vertical grid structure. The labeling for vertical grids is obtained by only
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changing the labels of the nodes. We define V¢4 as {0,1}. The additional constraints are the
following.

_ The constraints to be added to C& to obtain CV&"d

1. If a node w is labeled 1, then f(u,U,R) and f(u,D,L) are also labeled 1, if they exist.
2. If a node u is labeled 1 and f(u,D) = L, then f(u,L) = L.

3. If a node u is labeled 1 and f(u,U) = L, then f(u,R) = L.

We call C¥¢"d the constraints obtained by adding the above additional constraints to C&9. Note
that, by labeling all nodes with 0, the additional constraints in C¥®" are trivially satisfied. Hence,
we cannot claim that if CY®" is satisfied then the graph is a vertical grid. However, we now prove
that a graph G can be (V"Grid, ged) labeled such that at least one node is labeled 1 and satisfying
C¥6d if and only if it is a vertical grid structure.

Lemma 5.5. Let G be a graph that is (V¢ €89 Jabeled such that CY®" is satisfied on all nodes
m G. Moreover, assume that there exists at least one node that has no incident half-edge labeled D
(or U), that there exists at least one node that has no incident half-edge labeled L (or R), and that
there exists at least one node labeled 1. Then, G is a vertical grid structure.

Proof. By Lemma 5.2, the graph is a grid structure, and hence it has some size h x w. We prove
that h > w. By assumption, there is at least one node labeled 1, and let (z,y) be its coordinates.
By the additional constraint 1 of C¥®"d, for any integer i, each node with coordinates (x 4 4,y + i),
if it exists, is also labeled 1. By constraint 2, and by the fact that G is a grid structure, there
exists some ¢ such that the node (z + i,y + i) = (0,y — =) exists, where y — z > 0. Similarly, by
constraint 3, and by the fact that G is a grid structure, there exists some i such that the node
(z+i,y+i)=(w—1,y+w—1—x) exists, where y —x +w — 1 < h — 1. By combining the two
inequalities, we obtain w < h, as required. O

Lemma 5.6. Each vertical grid structure graph G can be (V6"9, £819) labeled such that, at least
one node is labeled 1, and the constraints C¥®"9 are satisfied at all nodes in G.

Proof. We label the nodes as follows. Initially, all nodes are labeled 0. Then, we start from the node
with coordinates (0, 0), i.e., the node not having any edge labeled D or L, and we iteratively do the
following.

e Label the current node u with 1.
e Move to f(u,R,U) if it exists, otherwise stop.

Since the grid is vertical, this process necessarily ends on some node u that does not have any edge
labeled R, ensuring that the constraints are satisfied on all nodes. O

6 Graph family G

In this section, we first formally define the family G of hard instances, and then we define an LCL
problem IIP2d6raPh that allows nodes to prove that some parts of the graph do not look like valid
hard instances.
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Definition 6.1 (The graph family G). A graph G is in G if and only if G can be constructed by
the following process. Take an h x w grid structure H, where h > w, h = 2¢ for some integer ¢ > 0,
and w > 0. Take w many tree-like structures T;, where i € {0, 1,...,w — 1}, of height £. Put each
tree-like structure 7; on top of the ith column of the grid structure H, that is, identify the node
u € T; with coordinates (¢ — 1, k,,) with the node v € H with coordinates (i, ky,).

An example of a graph in the family G is depicted in Figure 2.

6.1 LCL problem ITbdGraph

We now define a problem I1°246r2Ph that informally, satisfies the following.

e There are two possible types of output, either nodes give an empty output, or nodes produce a
proof that the graph is not in the family.

e If the graph is in the family, the only valid solution is the one where all nodes produce an
empty output.

e If the graph is not in the family, nodes can spend O(logn) time in the LOCAL model to produce
a proof of this fact. Moreover, the output can be constructed such that the subgraph induced
by nodes producing an empty output satisfies that each connected component is a graph in
the family.

Input. Each node is either marked to be both a grid node and a tree node, or only a tree node.
Moreover, if it is a grid and tree node, it also receives an input label from V¢4 That is, the
possible inputs are VP2d6raph — f(treeNode)} U {(treeNode, gridNode, £) | £ € V¥¢14}. Each half-edge
is either marked to be a grid edge, or a tree edge, or both. Moreover, grid half-edges also receive an
input label from £8"d and tree half-edges also receive an input label from £%¢¢. Additionally, the
input satisfies that all grid half-edges that receive the input U (resp. D) are also marked as tree edges
labeled R (resp. L). Finally, all grid half-edges that receive the input L or R are not marked as tree
half-edges. Hence, more formally, the possible half-edge labels are £b246raPh — [ (treeEdge, ¢) | £ €
EreetU{(gridEdge, ?) | ¢ € {L,R}} U{((gridEdge, D), (treeEdge, L))} U{((gridEdge, U), (treeEdge, R))}.
An example of a “good” input labeling (i.e., that will force all nodes to produce an empty output)
for T1P2dGraph is depicted in Figure 6.

Output. On a high level, there are two possible outputs.
e Nodes can give an empty output. This is always an option, making the problem trivial.

e However, we allow nodes to prove that something is broken in their column, where a column
of a node u is defined as the connected component containing v in the subgraph obtained by
ignoring grid edges labeled L or R. A column is considered broken if edges are not consistently
labeled, the tree-like structure is not valid, or there is some grid node in the column not
satisfying the grid constraints.

We will prove that, if a graph belongs to G, the only valid output is the empty output, while if a
graph does not belong to G, then there exists a valid output, computable in O(logn) rounds in the
LOCAL model, where the connected components of the subgraph induced by nodes producing an
empty output satisfies that each connected component is a graph in G. More formally, the possible
outputs are the following.
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1: used by the nodes to produce an empty output.

e Error: used by the nodes to indicate that the edges are not consistently labeled (for example, if
one half-edge of an edge is labeled as treeEdge, the other half-edge of the same edge must also
be labeled treeEdge, or if a node is not marked as a grid node but it has incident grid edges).

Ctree

e TreeError: used by the nodes to indicate that the constraints are not satisfied.

e GridError: used by the nodes to indicate that the constraints CY¢"¢ are not satisfied.

e (ColumnError, £), where £ € V°2dTree; ysed by the nodes to indicate that the tree-like structure
they belong to (i.e., their column in the grid) contains some error, which can be Error, GridError,
or TreeError. For technical reasons, we identify the label (ColumnError, 1) as the same label as
1.

e VertError: used by the nodes to indicate that no node in the column they belong to has label
(treeNode, gridNode, 1), i.e., no node in the column has input 1 from V¢4 meaning that the
proof that the grid is vertical is missing.

Constraints. We now define the constraints of the problem ITP2dGraph.
We first define a function ¢ that, given the labeling of a half-edge label, extracts its type.

Definition 6.2 (Type of half-edge labels and types of edges). The type of a half-edge label is
defined as the result of applying the function ¢ defined as follows: ¢((treeEdge, ¢)) = {treeEdge},
t((gridEdge, ¢)) = {gridEdge}, t(((treeEdge, ¢), (gridEdge, ¢'))) = {treeEdge, gridEdge}.

Moreover, the type of an edge e = {u, v} is defined as {} if t(Ly(e)) # t(Ly(e)), and as t(Ly(e))

otherwise.

Then, we define a function valp (resp. valg) that takes a label containing type treeEdge (resp.
gridEdge) and returns the label associated with it.

Definition 6.3 (Tree value of a half-edge label). The tree value of a half-edge label is defined as
the result of applying the function valy defined as follows:

valp((treeEdge, ¢)) = ¢,
valr(((treeEdge, /), (gridEdge, ¢'))) = ¢

and it is undefined otherwise.

Definition 6.4 (Grid value of a half-edge label). The grid value of a half-edge label is defined as
the result of applying the function valg defined as follows:

valg((gridEdge, ¢)) = ¢,
valg(((treeEdge, ¢), (gridEdge, ¢'))) = ¢/,

and it is undefined otherwise.

We are now ready to define the constraints CP2dGraph of TbadGraph,
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_ The constraints CPadGraph

1. The output L is always allowed.

2. A node u can output Error if it has an incident edge e = {u, v} satisfying that ¢(L,(e)) #
t(Ly(e)), or if its input is (treeNode) and it has at least one incident half-edge with a
type containing gridEdge.

3. Consider the graph G’ induced by edges that have a type containing treeEdge. Consider
the labeling of the half-edges of G’ obtained by mapping each half-edge (u,e) (satisfying
u € e) into valp(Ly(e)). A node can output TreeError if, in G, the constraints C*® are
not satisfied.

4. Consider the graph G’ induced by edges that have a type containing gridEdge. Consider
the labeling of the half-edges of G’ obtained by mapping each half-edge (u,e) (satisfying
u € e) into valg(Ly(e)). A node can output GridError if its input is not (treeNode) and,
in G’, the constraints C&9 are not satisfied.

5. Consider the graph G’ induced by edges that have a type containing treeEdge. Consider
the following labeling of G':

e The input labeling of the half-edges of G’ is obtained by mapping each half-edge
(u,e) (satisfying u € e) into valp(Ly(e)).
e The output labeling of the nodes of G’ is obtained by mapping each node u labeled

(ColumnError, £) into ¢, each node u labeled Error, TreeError, or GridError into Error,
and each other node into L.

e The input labeling of the nodes is obtained by labeling 1 nodes that have an output
in {Error, TreeError, GridError}, and 0 all other nodes.

Then, on G, the constraints of C?24T must be satisfied.

6. Consider the graph G’ induced by edges that have a type containing treeEdge. If
a node has output VertError, then all its neighbors in G’ must also have VertError

as output. Moreover, if a node has output VertError, then it must not have input
(treeNode, gridNode, 1).

Properties of the problem. We now prove some useful properties about the problem ITP2dGraph.

Lemma 6.5. Let G be a graph in G. There exists a (VP2d6raph gbadGraphy 1oheling of G satisfying
that the only valid output labeling for TIP246raPh 45 the one assigning L to all nodes.

Proof. Recall that any G € G is obtained by starting from a vertical grid structure and then
connecting a tree-like structure on top of each column. For each node u that is part of the grid
structure, let £4(u) be the label of node u obtained by Lemma 5.6. For each half-edge (u,e) that is
part of the grid structure, let £4(u, e) be the label of the half-edge (u,e) obtained by Lemma 5.6.
For each half-edge that is part of the tree-like structure, let ¢;(u,e) be the label of the half-edge
(u,e) given by Lemma 4.3. For each node u of G, if it is only part of a tree-like structure, we assign
the label (treeNode), while if u is part of both a tree-like structure and the grid, we assign the
label (treeNode, gridNode, £,(u)). Then, to each half-edge (u,e) that is only part of the tree-like
structure we assign the label (treeEdge, ¢;(u, €)), to each half-edge (u, e) that is only part of the grid
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structure we assign the label (gridEdge, £4(u,e)), while to all other half-edges we assign the label
((gridEdge, £4(u, €)), (treeEdge, ¢¢(u, €))).

By construction of the input labeling, the outputs Error, TreeError, and GridError are not allowed.
Moreover, since by Lemma 4.3 at least one node is labeled (treeNode, gridNode, 1), the output
VertError is not allowed on that node, and by a propagation argument no node belonging to the
same tree-like structure can use the output VertError.

We thus get that the only possible outputs are L or (ColumnError, ) for some ¢. We prove that ¢
must be L, implying the claim. The fact that no node is allowed to output Error, TreeError, GridError,
or VertError, implies, by constraint 5 of CP246raPh that the input labeling for ITP2dTree satisfies that
all nodes receive 0 as input. Since the tree-like structure is valid, by Lemma 4.4, the only way to
satisfy CP2dTree is for all nodes to output L as output for ITPadTree, O

Lemma 6.6. For any (VPaderaph gbadGraph)_1,heled graph G, there exists a solution for TTP2dGraph
satisfying the following.

e The solution can be computed in O(logn) rounds in the LOCAL model.
o The graph induced by nodes that output L satisfies that each connected component is a graph

m G.

Proof. We present an algorithm that satisfies the requirements of the lemma. At first, each node u
spends O(1) rounds to check whether there is some local inconsistency in the structure of the graph.
In particular, each node w first checks whether constraint 2 applies, and in that case it outputs Error.
Then, it checks whether constraint 3 applies, and in that case it outputs TreeError. Then, it checks
whether constraint 4 applies, and in that case it outputs GridError.

Then, nodes construct the input for II°2Tree by marking themselves 1 if they have output Error,
TreeError, or GridError, and 0 otherwise. In each connected component obtained by ignoring grid
edges labeled L or R, by Lemma 4.5, nodes can then spend O(logn) rounds to produce a solution
of TIP2dTree guch that, if the tree-like structure they belong to is invalid or some node is marked,
then no node of the connected component outputs L, while if the tree-like structure they belong to
is valid and no node is marked, then all nodes output 1. A node that obtained output ¢ outputs
(ColumnError, £). Recall that (ColumnError, L) = L. Note that this output satisfies the requirements
of constraint 5.

Finally, each node u that output L in the previous step, can spend O(logn) rounds to gather
the whole tree-like structure it belongs to (since a valid tree-like structure has diameter O(logn)). If
u does not see any node labeled (treeNode, gridNode, 1), it changes its output to VertError. Since
this operation is done consistently by all nodes, constraint 6 is satisfied.

We obtained an algorithm that produces a correct output for I1°246"Ph in O(logn) rounds. We
now prove that the output satisfies the second requirement of the lemma. Summarizing the above,
we get that if a node u outputs L then:

e the grid constraints are locally satisfied;

e the tree-like structure containing w is valid;

e by a propagation argument, the tree-like structure is correctly connected to the whole column
of the grid;

e all the nodes in such a column also output L;

e the column of the grid contains at least one node labeled 1.

Hence, the subgraph G’ induced by nodes that output L is composed of whole columns of the grid
with tree-like structures correctly attached. Moreover, if two such columns are connected, then the
additional constraints of C¥¢"d are also satisfied.
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Consider a connected component G” in G’. Since the tree-like structures are valid and properly
connected to the columns, no column can wrap around, i.e., for each column there is at least one grid
node not having any half-edge labeled D and at least one grid node not having any half-edge labeled
U. We now prove that, in the connected component G”, there is at least one node not having any
incident half-edge labeled L (i.e., the grid does not wrap around horizontally). Consider an arbitrary
column ¢ of G”; and let u be an arbitrary node labeled 1 in ¢ (such a node, by assumption, exists),
and let 7 be the vertical coordinate of u in ¢. Consider the column ¢’ obtained by starting from wu
and moving left for i steps. By the definition of CY¢"¢, the column ¢ must satisfy that the node
with vertical coordinate 0 has input 1, which, again by the definition of C¥®"9 implies that the node
does not have any half-edge labeled L, as desired.

Recall that, when nodes of G” checked whether the constraints of CY®"? were satisfied, they did
it on G. However, it is easy to see that the constraints C¥¢19 satisfy a special property: if a node u
satisfies C¥®"9, and an entire column is removed from the left or the right of u, then the constraints
are still satisfied on w. This implies that, even if we restrict to G”, the constraints CY®"d are still
satisfied on all nodes of G”. Hence, we now have all the requirements for applying Lemma 5.5 and
proving that the nodes of G” labeled as grid nodes form a vertical grid structure, which implies our
claim. O

7 LCL problem II

On a high level, the problem IT will be defined in such a way that it requires nodes to solve ITp2dGraph

and then, additionally, nodes that output L for IT°246r2Ph are required to solve an additional problem.
Such a problem requires non-local coordination.

Input. The set of input labels of the nodes is V!T = pbadGraph £ 11 that is, nodes receive an input
of the LCL T1P246r2Ph and an additional bit. The set of input labels of half-edges is £ = £PadGraph,

Output. The set of output labels of the nodes contains the following labels.

e All labels in VP2d6raph\ 1 A valid solution for IT will be to solve IT°24¢r2Ph without using
the label L. In this case, nothing additional will be required.

e All labels in {0,1} x {yes,no}. These outputs will be used by grid nodes.

e The labels yes and no, which will be used by nodes that are not in the grid.

Constraints. We now define the node constraints C of TI.

_ The constraints CH1

1. Consider the output labeling given by mapping all labels not in VP2d6raph to | = The
constraints of I1°246r2Ph myust be satisfied.

2. If a node is labeled (treeNode, gridNode, ¢) for some £ and its output is not in Yb2dGraph,
then its output must be in {0, 1} x {yes, no}.

3. Let u be a node with output (b,z) € {0,1} x {yes,no}. Let v be f(u, (gridEdge,R)). If
v exists, the output of v must be either a label in VP2dGr2Ph op (b 2') for some 2.
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4. Let u be a node with input (¢, bi,) for some ¢, output (bout, ) € {0,1} x {yes, no}, and
such that f(u, (gridEdge,R)) = L (i.e., u does not have a right neighbor in the grid). It
must hold that = = yes if and only if b, = bout.

5. If a node is labeled (treeNode) and its output is not in V°246raPh then its output must
be in {yes, no}.

6. Let u be a node with output x,, € {yes, no}, i.e., it is a node that does not belong to the
grid, but it belongs to a tree-like structure and did not give an output from YbadGraph
Let v be the node f(u, (tree, Ch.)), and let z be the node f(u, (tree, Chr)). It must hold
that the output of v is either x, € {yes,no}, or (by,z,) € {0,1} x {yes,no}. Similarly,
the output of z is either =, € {yes,no}, or (b, z,) € {0,1} x {yes,no}. It must hold that
x,, = yes if and only if at least one of x, or x, is yes.

7. Let u be a node with output x,, € {yes,no} and such that f(u, (tree,P)) = L. Then, =,
must be yes.

An example of valid output is shown in Figure 3.

Properties of II. We now characterize what are the valid solutions for I, when we consider hard
instances.

Lemma 7.1. Let G € G. It is possible to label G such that the only valid solutions for Il satisfy the
following.

e For each row of the grid structure, all nodes in that row output the same bit.

o There exists at least one row satisfying that the output bit given by the nodes is the same as the
one provided as input to the right-most node in the row.

Proof. By Lemma 6.5, there exists a (VbadGraph gbadGraph) |aheling of G where the only output

labeling satisfying C®246"2Ph is the one assigning L to all nodes. Consider this labeling as input for
the problem II. Nodes cannot use any output from }P2d6raph\ (|1

By constraint 2 of C, each node of the grid must output a pair {0,1} x {yes,no}, and by
constraint 3 of C' for each row of the grid it must hold that the first element of the pairs given by
the nodes must be the same, i.e., all 0 or all 1, which implies the first property of the lemma.

By constraint 4, a grid node of the right-most column is allowed to output (b, yes) for some b only
if b matches the bit received as input. Then, by constraints 5 and 6, a node of a tree-like structure is
allowed to output yes only if at least one of its children outputs also yes. Since, by constraint 7, the
root of the tree-like structure in the right-most column must output yes, we get that at least one
node of the right-most column outputs (b, yes) for some b, which implies the second property of the
lemma. O

8 Complexity in the LOCAL model

In this section we will show that our problem II is indeed hard in the randomized LOCAL model
with private randomness, but easy with shared randomness.
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8.1 Complexity with private randomness

Theorem 8.1. In the LOCAL model with private randomness, solving the problem 11 with success
probability at least 1 — 1/n requires Q(y/n) rounds.

Proof. We consider the subfamily of graphs in G satisfying that the dimensions w and h of the grid
satisfy w = h, and we apply Lemma 7.1.

Assume for a contradiction that there exists an algorithm A that solves II in o(y/n) rounds.

Let N be such that, for any n > N, the time complexity of A in graphs of size n is at most
w/3. Consider a row, its left-most node u and its right-most node v. By the assumption on the
runtime of the algorithm, their outputs are independent. Let p, (resp. p,) be the probability that u
(resp. v) outputs 0. It must hold that p, (1 — p,) < 1/n and that (1 — p,)p, < 1/n, since otherwise,
the algorithm would produce a row that does not have the same bit everywhere (which contradicts
Lemma 7.1) with too large probability. This implies that either both p, and p, are at most 2/n or
that they are both at least 1 — 2/n.

We now restrict to instances where, for each row with left-most node u and right-most node
v, the input of v is 0 if p, < 2/n, and 1 otherwise. On these instances, the success probability
of the algorithm is upper bounded by the probability that at least one left-most node picks its
least probable output, which, since the number of rows is upper bounded by O(y/n), happens with
probability at most ¢/+/n for some constant ¢. This probability, for large enough n, is strictly smaller
than 1 — 1/n, implying that the algorithm fails with too large probability. O

8.2 Complexity with shared randomness

Theorem 8.2. In the LOCAL model with shared randomness, the problem II can be solved in O(logn)
rounds, with success probability 1 — 1/n for any constant c.

Proof. By Lemma 6.6, nodes can spend O(logn) rounds to produce a solution for IT1P246raPh where

the graph induced by nodes that output L satisfies that each connected component is a graph in G.
Observe that such labeling satisfies constraint 1 of C'I.

Nodes that have an output different from 1 immediately terminate. Then, each node u does the
following. Node u spends O(loglogn) rounds to check if the height of the grid structure is at most
clogn. In this case, the width of the grid is also guaranteed to be at most clogn. This implies that
nodes are in a small connected component that is a valid graph of the family. In this case, each
node u can spend O(logn) rounds to know the bit b, given as input to the right-most node v in the
row of u. In this case, let b, = b,.

Otherwise, i.e., the height is strictly larger than clogn, if u is a grid-node, it spends O(logn)
rounds to compute its position ¢ in its column. Then, u sets b, as the ith shared random bit. Note
that this implies that nodes in the same row pick the same random bit.

Then, if u is not in the last column, it outputs (b, yes), while if w is in the last column it outputs
(by, Ty), where x,, = yes if x,, is equal to the bit given as input to u, and x,, = no otherwise. Finally,
nodes in the tree-like structures output yes if at least one of their children has yes, and no otherwise.

By construction of the output, all constraints 2-6 are clearly satisfied. If the grid structure has
height at most clogn, then all nodes in the trees output yes and constraint 7 is also satisfied. If the
grid structure has height strictly larger than clogn, since for each right-most node v it holds that
the randomly picked bit is the same as its input bit with probability 1/2, constraint 7 is satisfied
with probability at least 1 — 1/2¢1°8™ =1 — 1/n¢, as required. O
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9 Complexity in other models

In this section we explore the complexity of problem II in other models, beyond the usual LOCAL
model.

9.1 SLOCAL model with private randomness

In the SLOCAL model [25], nodes are processed sequentially according to an ordering o = vy, ..., vy.
The order o is controlled by an adversary; that is, an SLOCAL algorithm must work for any such
sequence o. Let T be given as a function of n. When processing node v;, an algorithm with time
complexity T" has access to the neighborhood at distance T' of v;, including whatever information the
nodes there may have in their memory (and thus also their output). In the randomized version of
the model (with private randomness), the algorithm is given access to a (read-once) infinite sequence
of random bits.

Theorem 9.1. In the SLOCAL model with private randomness, solving the problem II requires time

Q(vn).

Proof. We consider the subfamily of graphs in G with grid dimensions w and h where w = h, and
we apply Lemma 7.1.

Assume towards a contradiction that there exists an algorithm A that solves IT in o(y/n) rounds.
The difference compared to the proof of Theorem 8.1 is that we need to provide a suitable ordering
under which the nodes are processed. Having done so, the proof remains the same.

Let N be such that, for any n > N, the time complexity T of A in graphs of size n is at most
w/3. Consider the nodes in the left- and right-most columns of the grid. Observe that, if we select
any pair of nodes in the two columns, their T-radius neighborhoods do not intersect.

Let us now fix the processing order such that all the nodes of the left-most column come first,
followed by the nodes in the right-most column (from top to bottom), and finally by the remaining
nodes in arbitrary order.

Consider a row where its left-most node is v and its right-most one v. By construction, the
outputs of u and v must be independent. Let p, (resp., p,) be the probability that u (resp., v)
outputs 0. Observe that p,(1 — py) < 1/n and (1 — p,)py < 1/n; otherwise, the algorithm would
produce a row that does not have the same bit everywhere (contradicting Lemma 7.1) with too large
probability. This implies that either both p, and p, are at most 2/n or that they are both at least
1—-2/n.

We now restrict to instances where, for each row with left-most node u and right-most node
v, the input of v is 0 if p, < 2/n, and 1 otherwise. On these instances, the success probability
of the algorithm is upper-bounded by the probability that at least one left-most node picks its
least probable output. Since the number of rows is O(y/n), by the union bound this happens with
probability at most ¢//n for some constant c¢. For large enough n, this is strictly smaller than
1 —1/n, implying that the algorithm fails with too large probability. O

9.2 Deterministic online-LOCAL model

The online-LOCAL model [3] is slightly more powerful than SLOCAL. Again we have an (adversarial)
sequence ¢ = vi,...,0, in which the nodes are processed. Upon node v; being revealed, the
algorithm is given knowledge of all nodes (including their inputs) and their connections in the
T-radius neighborhood of v; (in addition to everything the algorithm has seen so far).

Here we restrict ourselves to the deterministic variant of online-LOCAL.
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Theorem 9.2. In the deterministic online-LOCAL model, solving the problem 11 requires Q(y/n)
rounds.

Proof. As in the proof of Theorem 9.1, we consider the subfamily of graphs in G with grid dimensions
w and h where w = h, and we apply Lemma 7.1. Assume towards a contradiction that there exists
an algorithm A that solves I in o(y/n) rounds. Let N be such that, for any n > N, the time
complexity of A in graphs of size n is at most w/3.

Consider the processing order where all nodes in the left-most column come first in the sequence,
followed by all other nodes in arbitrary order. As the algorithm is deterministic, it must produce
some output on each node, in particular without any knowledge of the input to the right-most
column. Hence we can easily pick an adversarial input: For each node u on the left-most column,
letting o, be its output and v the corresponding right-most node in the same row as u, we set 1 — oy
as the input to v. Since the algorithm cannot modify its outputs, it does not produce a valid solution
to II. O

9.3 Bounded-dependence model

The bounded-dependence model [2] (with locality T') encompasses any algorithm where the output
distributions of nodes that are at distance more than T" from one other are independent. Equivalently,
given two graphs G and Go (with inputs) with the same number of nodes, if any subgraph H; of Gy
is isomorphic to a subgraph Hy of G3, then the algorithm must have identical marginal distributions
on Hy and Hs.

Theorem 9.3. In the bounded-dependence model, solving the problem I1 requires locality Q(y/n).

Proof. The proof of Theorem 8.1 works directly here since, for each row, the output distributions of
the left- and right-most nodes are independent (as their neighborhoods do not intersect). O
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A Monte Carlo algorithms require some knowledge of n

In this appendix, we show that any truly (i.e., non-deterministic) Monte Carlo algorithm (regardless
of whether it uses shared or private randomness) for any component-wise checkable problem requires
some form of knowledge of the number of nodes n, regardless of its locality. Note component-wise
checkable problems are a much broader class than LCLs.

Definition A.1 (Component-wise checkability). A labeling problem II is component-wise checkable
if the following holds: For every labeled graph G and every connected component H of G, G satisfies
IT if and only if its labeled subgraphs H and G — H (seen as two separate graphs) both satisfy II.

An example of a problem that does not qualify as such is non-component-wise leader election, that
is, the labeled graph contains exactly one node marked as the leader. (Of course, component-wise
leader election is a component-wise checkable problem.)

Definition A.2 (Monte Carlo algorithm). A randomized distributed algorithm A is said to be a
Monte Carlo algorithm if, for any constant ¢ > 0, there is ng > 0 such that, if A is ran on a graph
G with n > ng nodes, then the success probability of A is at least 1 — n~¢. The algorithm A is
error-free if its success probability is 1.

In particular, error-free algorithms can be trivially derandomized.

Theorem A.3. Let Il be component-wise checkable, and let A be a Monte Carlo algorithm that
solves T1 (with any locality) and is given no knowledge of n whatsoever. Then A is error-free.

Proof. Suppose there is a graph G for which A is not error-free, that is, A fails on G with probability
p > 0. Let ¢ > 0 be fixed, and let ng be as in Definition A.2. Consider the graph G’ = G U H
where H is disconnected from G and contains N > 1/ p/¢ nodes. Since A is given no knowledge
of the number of nodes of G, its distribution of outputs on G as a component of G’ is identical
to the distribution obtained when running A on G alone. (Failing on the component G might be
correlated with failing on H, but this is immaterial.) In particular the failure probability of A on G’
is at least p > 1/N€, and thus its success probability is strictly smaller than 1 — N ¢ contradicting
Definition A.2. It follows that p = 0. O
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